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RESUMO

Silva, H.R.M. Avaliacdo de solugdes para implantagdo de supervisério que aquisita

0s dados a um servidor. Aracaju, 2007. Trabalho de Conclusdo de Curso — FANESE.

O mercado de automag&o tem se baseado na evolugéo tecnolégica e na busca de
produtividade pelas industrias. Nessa busca, faz-se necessario um maior controle
dos seus dados, de forma a melhorar o planejamento e controle da produgao,
tendendo assim a diminuir seus gastos e perdas. Uma solugdo ja existente em
industrias, principalmente de grande porte, é a utilizagdo de sistema SCADA
(Supervisory Control and Data Acquisition), que recolnem as informagdes do ch&o
de fabrica. Visando atender as necessidades de integragdo dessas informacdes, faz-
se necessario distribui-las aos diversos niveis administrativos e operacionais. A
proposta presente nesse trabalho é encontrar a melhor alternativa de disponibilizar
essas informagdes para quem as cabe, de forma que tenha o menor impacto no
processamento do sistema SCADA, além de diminuir os impactos gerados pelo
trafego de informagées na rede.

Palavras-chave: Automagédo, SCADA, Tecnologia
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1 INTRODUGAO

A palavra automation, foi inventada pelo marketing da indastria de
equipamentos na década de 60, e entende-se como o conjunto de técnicas
baseadas em maquinas e programas com o objetivo de executar tarefas
previamente programadas pelo homem e de controlar sequéncias de operagbes sem
a intervengdo humana. A intengdo era enfatizar a participagdo do computador no
controle automatico industrial.

Hoje se entende por automag&o industrial qualquer sistema baseado em
computadores que substitua o trabalho humano e que vise a solugdes rapidas e
econdmicas para atingir os complexos objetivos das industrias.

A histéria da automac&o industrial comega com a criagdo das linhas de
montagens automobilisticas com Henry Ford, na década de 20. Dai para ca o
avancgo tecnol6gico nas mais diversas areas da automacéo industrial tem sido cada
vez maior, proporcionando um aumento na quantidade e qualidade da producéo e
reduzindo custos.

O avango da automagdo esta ligado, em grande parte, ao avango da
microeletrénica que se deu nos dltimos anos. Os CLPs sugiram na década de 60 e
substituiram os painéis de cabine de controle com relés. Diminuindo, assim, o alto
consumo de energia, a dificil manutengdo e modificagdo dos comandos e as
onerosas alteragdes na fiagéo.

Nos anos 90 programas de computador foram criados com a tentativa de
obter maior produtividade, qualidade e competitividade. Dentro desta visdo de
integragéo entre o chdo de fabrica e o ambiente corporativo, decisées dentro do
sistema organizacional de produgéo passam a ser tomadas dentro do mais alto grau
do conceito de qualidade, baseado em dados concretos e atuais que se originam
nas mais diferentes unidades de controle.

Baseando seu crescimento na evolugdo tecnologica e na busca de
produtividade pelas industrias, o mercado de automacéo, verificou a necessidade de
um maior controle dos dados provenientes da produgéo, de forma a melhorar o
planejamento e controle da mesma, tendo como consequéncia a diminuigdo dos

gastos e das perdas. Podendo assim ampliar a produtividade e a qualidade do
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produto ou servigo, para isso foi criado o sistema SCADA (Supervisory Control and
Data Acquisition).

O SCADA ¢é uma solugdo, ja existente em industrias, principalmente
aquelas de grande porte, que recolhe as informagées do chdo de fabrica,
possibilitando a supervisdo e controle dos processos em tempo real.

Visando atender as necessidades de integrag&o dessas informacées, faz-
se necessario distribui-las aos diversos niveis administrativos e operacionais, para
isto tem-se varias opgdes no mercado. Dentre essas, pode-se espelhar o sistema
supervisorio, criando um sistema Vista, além de colher os dados na camada de
comunicagéo, que seria utilizar o Protocolo OLE for Process Control (OPC) remoto
ou por ultimo, pode-se aquisitar as informagdes do campo a partir do servidor de
dados do drive de comunicagéo CLP/micro, que seria o RSLinx Gateway.

1.1 Objetivos

1.1.1 Objetivo geral

O objetivo desse trabalho é avaliar as alternativas de implantagdo de
supervisorio através da aquisicdo de dados a um servidor de dados, ja contendo o
sistema SCADA.

1.1.2 Objetivos especificos

« Desenvolver sistema Vista;

« Desenvolver aplicagdo com OPC Remoto:

« Desenvolver aplicativo utilizando RsLinx Gateway;
« Analisar as alternativas criadas.

1.2 Justificativa
Os sistemas supervisorios estdo atingindo um mercado cada vez maior

nas industrias mundial, sendo encontrados em diversos ramos, por exemplo:

petroquimico, elétrico, metallrgico, automobilistico, eletrénico, entre outros.
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Esse tipo de sistema tem se mostrado essencial para a gestdo da
empresa, uma vez que as informagdes coletadas sdo de fundamental importancia
para a programacgao e controle da produgdo. Aumentando-se assim a agilidade da
empresa, caracteristica fundamental para prosperar no mercado atual. O fato de
obter os dados desejados com rapidez e seguranga (independente da localizagéo
geografica) tornou um diferencial importante para tomadas de decisdes, bem como
para a reducdo de custos relativos a deslocamentos, desperdicio e tempo de
producao.

No entanto, existem algumas formas de disponibilizar essas informagdes
nos sistemas supervisorios para as geréncias de toda e qualquer empresa. De forma
a requerer um estudo para avaliagdo das mesmas, tornando conhecidas as
caracteristicas pertinentes a cada umas das opgOes, podendo assim auxiliar as

tomadas de decisGes sobre o desenvolvimento das mesmas.
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2 FUNDAMENTAGAO TEORICA

2.1 Sistema de Automacio Industrial

Automagéo Industrial € o uso de qualquer dispositivo mecanico ou eletro-
eletrénico para controlar maquinas e processos. Entre os dispositivos eletro-
eletronicos pode-se utilizar computadores ou outros dispositivos légicos (como
Controladores Légicos Programaveis (CLP)), substituindo algumas tarefas da méo-
de-obra humana e realizando outras que o humano nio consegue realizar. E um
passo além da mecanizagdo, onde operadores humanos sdo providos de maquinario
para auxilia-los em seus trabalhos (NATALE,2000).

A parte mais visivel da automacgéo, atualmente, esta ligada a robotica,
mas também é utilizada nas industrias quimica, petroquimicas e farmacéuticas, com
O uso de transmissores de pressdo, vazdo, temperatura e outras variaveis
necessarias para um SDCD (Sistema Digital de Controle Distribuido) ou CLP. A
Automacéo Industrial visa, principalmente, a produtividade, qualidade e segurancga
em um processo. Em um sistema tipico toda a informagdo dos sensores é
concentrada em um controlador programavel o qual de acordo com o programa em
memoria define o estado dos atuadores.

A automagéo industrial possui varios barramentos de campo ( mais de 10,
incluindo varios protocolos como: CAN OPEN, INTERBUS-S, FIELD BUS
FOUNDATION, MODBUS, STD 32, SSI, PROFIBUS, etc) especificos para a area
industrial (em tese esses barramentos se assemelham a barramentos comerciais
tipo ethernet, intranet, etc.), mas controlando equipamentos de campo como
valvulas, atuadores eletromecanicos, indicadores, e enviando estes sinais a uma
central de controle.

Uma contribuigdo adicional importante dos sistemas de Automacao
Industrial € a conexdo do sistema de supervisdo e controle com sistemas
corporativos de administragdo das empresas. Esta conectividade permite o
compartilhamento de dados importantes da operagdo diaria dos processos,
contribuindo para uma maior agilidade do processo decisério e maior confiabilidade

dos dados que suportam as decisdes dentro da empresa.
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A historia da automagdo industrial comega com a criagdo das linhas de
montagens automobilisticas com Henry Ford, na década de 20. Desde entdo o
avancgo tecnol6gico nas mais diversas areas da automacéo Industrial tem sido cada
vez maior, proporcionando um aumento na qualidade e quantidade de produgéo e
reduzindo custos.

O avango de automag&o esta ligado, em grande parte, ao avango da
microeletrénica que se deu nos Gltimos anos. Os CLPs sugiram na década de 60 e
substituiram os painéis de cabine de controle com relés. Diminuindo, assim, o alto
consumo de energia, a difici manutengéo e modificagdo dos comandos e as
onerosas alteragbes na fiagao.

Nos anos 90 programas de computador foram criados com a tentativa de
obter maior produtividade, qualidade e competitividade. Dentro desta visdo de
integragdo entre o ch&o de fabrica e o ambiente corporativo, decisées dentro do
sistema organizacional de produg&o passam a ser tomadas dentro do mais alto grau
do conceito de qualidade, baseado em dados concretos e atuais que se originam
nas mais diferentes unidades de controle.

2.1.1 Arquitetura

Uma solugdo de automagéo tem por objetivos basicos o desempenho, a
modularidade e a expansibilidade. Para que esses sejam alcangados, temos que
conceber prioritariamente um desenho da arquitetura do sistema e, desta forma,
organizar seus elementos: remotas de aquisicio de dados, CLP’s, instrumentos e
sistemas de supervisdo, dentre outros. As arquiteturas mais utilizadas séo as que
definem duas hierarquias de redes: as de informacéo e as de controle.

A primeira é o nivel mais alto, dentro de uma arquitetura é representado
pela rede de informagdo. Em grandes corporagdes € natural a escolha de um
backbone de grande capacidade para interligag&o dos sistemas de ERP (Enterprise
Resource Planning), Supply Chain (gerenciamento da cadeia de suprimentos) e EPS
(Enterprise Production Systems). Esse backbone pode ser representado pela rede
ATM ou GigaEthernet ou mesmo por uma Ethernet 100-BaseT, utilizando como meio
de transmiss&o cabo par trangado nivel 5. Essa Gltima rede vem assegurando uma
conquista de espago crescente no segmento industrial, devido a sua simplicidade e

baixo custo.
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As redes de controle interligam os sistemas industriais ou sistemas
SCADA aos sistemas representados por CLP’s e remotos de aquisicdo de dados.
Eventualmente, sistemas como PIMS e MES, podem estar ligados a esse
barramento. O padrdo da arquitetura de Ethernet 10-Base T vem sendo substituido,
no decorrer dos Ultimos dois anos, pela nova tecnologia Ethernet 100-BaseT, que
tem sua velocidade de acesso aumentada. Fato esse que garante a adesdo das
grandes empresas de automacgdo a esse novo padrédo, implementando-o em seus
equipamentos.

A arquitetura de duas camadas permite que as redes de controle fagam a
comunicagdo das estagbes clientes com os servidores e as de informagédo dos
servidores com os CLP’s.

Atualmente, ainda se utiliza a arquitetura de rede unica, que consiste em
uma modalidade onde ocorre o compartilhamento das redes de comunicagédo e
controle. Mas, do ponto de vista de seguranca, € interessante separar os trafegos de
controle e de informacgédo, como se verifica na arquitetura de duas camadas.

As camadas existentes nos sistema de automacéo industrial:

- Ché&o de fabrica (sensores e atuadores)
- Controladores Ldgicos Programaveis (CLP)
- Redes de comunicagéo

- Estagé@o de monitoramento central (Supervisorio)

21.1.1 Chéo de fabrica (sensores e atuadores)

Os sensores e atuadores s30 os dispositivos de campo, que conectados
aos equipamentos e processos, proporcionam uma interface entre o processo e o
sistema. Os sensores convertem os dados do processo (temperatura, pressao, etc)
em sinais de entrada para que esses possam ser utilizados pelo supervisério. Ja os
atuadores fazem o caminho inverso. Através dos sinais obtidos a partir do sistema,
eles invocam agdes de controle (ex. ligar e desligar equipamentos), que s&o

enviados para as estagdes remotas.
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21.1.2 Controlador Légico Programavel (CLP)

O Controlador Logico Programavel, ou simplesmente CLP, tem
revolucionado os comandos e controles industriais desde seu surgimento no final da
década de 60.

Antes do surgimento dos CLP’s as tarefas de comando e controle de
maquinas e processos industrias eram feitas por relés  eletromagnéticos,
especialmente projetados para esse fim.

a. Histoérico

Em 1968 foi especificado o primeiro CLP pela divisdo Hidromatic da
General Motors Corporation. Visavam sobretudo, eliminar o alto custo e ainda
possuir a flexibilidade de um computador, capaz de suportar o ambiente industrial,
tornando-o um sistema expansivel e de facil manutengdo. Em 1969 foi instalado o
primeiro CLP na GM executando apenas fungbes de intertravamento.

De 1970 a 1974, com o surgimento da tecnologia de microprocessadores
houve um aumento consideravel da capacidade de processamento e maior
flexibilidade dos controladores. Outros recursos entio foram somados as funcgdes de
intertravamento e légica, como por exemplo, a fungdo de temporizacdo e contagem,
aritmética, manipulagdo de dados e a introdug&o de terminais de programac3o.

De 1975 a 1979, foram acrescentados maiores recursos de software e
hardware que propiciaram expansées na capacidade de memodria, controles
analégicos de malha fechada com algoritmos PID, permitiu o controle de
entradas/saidas remotas, controle de posicionamento, comunicagdes, etc...

Dessa forma, os CLP’s aumentaram seus dominios, passando a substituir
0 microcomputador em muitas aplicagdes industriais, sistemas de controles discretos
e continuos. Ainda em 1979 foi desenvolvida uma rede de alta velocidade (DATA
HIGWAYS, ou simplesmente DH+) permitindo um controle sincronizado entre varios
controladores, comunicagdo com microcomputadores e outros sistemas.

Com isso, foi possivel associar o desempenho do CP com a capacidade
de controle distribuido de alta velocidade e interface com computadores, resultando

em uma grande potencialidade de controle e superviso.
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Atualmente podemos tratar o controlador programavel, baseando-nos nas
evolugbes tecnoldgicas tanto de hardware quanto de software, como um Controlador
Universal de Processos.

2113 Redes de comunicagéo

A rede de comunicagdo é o mecanismo responsavel pelo transporte de
dados entre o chao de fabrica e o CLP. Em geral, os modos de comunicagdo em
supervisorios podem ser por polling ou por interrupgéo.

No modo de comunicag&o por polling, a estacao central envia mensagens
periddicas para o CLP com o intuito de capturar os dados mais recentes. Cada CLP
possui um endereco, de forma que, se um deles nao responder durante um periodo
de tempo pré-determinado, a estagdo central requisita novamente. Caso n3o haja
nenhum dado novo o CLP avisa por meio de excegao.

As vantagens desse método s&o:

- Simplicidade no processo de reconhecimento de dados;

- Inexisténcia em colisGes no trafego da rede:

- Permite, devido ao seu carater deterministico, calcular a largura de
banda utilizada pelas comunicagées e garantir tempos de respostas;

- Facilidade para detectar falhas de ligaggo;

- Permite o uso de estagées remotas ndo inteligentes.

Entretanto existem desvantagens, como:

- Incapacidade, por parte dos CLP’s, de comunicar situagbes que
requeiram tratamento imediato por parte da estacao central;

- O aumento do numero de CLP’s tem impactos negativos no tempo de
espera;

- A comunicagéo entre CLP's tem, obrigatoriamente, que passar pela
estacéo central.

Ja no modo de comunicagdo por interrupgdo, os CLP’s reportam cada
novo acontecimento & estagéo central, independente de atualizagdo. Antes de tentar
transmitir dados, a unidade verifica se 0 meio de transmiss&o esta sendo utilizado.
Em caso afirmativo, ela aguarda até que se possa enviar as informacgées.

Vantagens do sistema:
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- Evitar a transferéncia de informagdes desnecessarias, diminuindo o
trafego na rede;

- Permitir uma répida detecgdo de informagbes com caréater de urgéncia;

- Permitir comunicagées entre as estagdes remotas.

Para tal existem as desvantagens, sendo:

- A estagéo central apenas consegue detectar falhas na ligagdo apos um
determinado periodo de tempo, ou seja, quando efetua polling no sistema:

- E necessaria a existéncia de uma agao por parte dos operandos para
obter os valores atualizados.

a. Ethernet

Ethernet é uma arquitetura de rede local desenvolvida pela Xerox em
cooperacdo com a DEC e Intel no ano de 1976. Utilizando um método de acesso
para gerenciar demandas simultaneas, destaca-se como a tecnologia mais utilizada
em ambientes corporativos. A especificagdo da Ethernet serviu como base para o
padrdo IEEE 802.3, que define a camada fisica e o software de baixo nivel.

A primeira versdo do padrdo IEEE foi publicada em 1985, tendo como
titulo formal “IEEE 802.3 Carrier Sense Multiple Access with Colision Detection
(CSMA/CD) Access Method and Physical Layer Specifications". Este padréo
apresenta algumas diferengas do modelo original da Ethernet. O padréo IEEE 802.3
encapsula dois novos protocolos para a camada de enlace, chamados Logical Link
Control (LLC) e Sub-network Access Protocol (SNAP). A principal fungédo desses
protocolos € identificar as entidades da camada de rede que utilizam o servigo da
Camada de Enlace e o tipo de conexao estabelecida nesse ultimo nivel. No entanto,
segundo [Braden 1989], toda estacdo conectada a Internet por meio de um canal
Ethernet 10Mbps deve ser capaz de trabalhar com esses dois padrées. A partir de
sua publicagdo, todos os equipamentos tém sido construidos de acordo com suas
normas e diretrizes.

A massiva adogdo dessa tecnologia pelos fabricantes de hardware e a
sua aceitagdo pelos usuarios, resultou em um extenso mercado e conseqiiente
reducdo de custo, sendo essa uma das principais razées de sua utilizacdo pela
indastria de tecnologia da informacgéo.
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Computadores conectados através de uma rede Ethernet, também
chamados de estagdes, operam de forma independente uns dos outros sem que
haja, necessariamente, a presenca de um controle centralizado. As estacbes sdo
conectadas através de um meio fisico compartilhado, por onde os sinais sdo
enviados em broadcast a todas as demais estagdes.

O sistema Ethernet consiste de trés elementos basicos:

e Canal Fisico

O meio fisico é o recurso por onde os sinais elétricos ou Opticos trafegam
na rede. A Ethernet define quatro tipos basicos de meio fisico: o cabo coaxial fino,
cabo coaxial grosso, o par trangado e a fibra optica.

e Regras de Controle

Um conjunto de regras embarcadas em cada interface de rede que
permite, de forma compartilhada, o acesso ao meio fisico pelas estagbes conectadas
na rede.

e Frame Ethernet

Um pacote ou frame Ethernet consiste de um conjunto padronizado de

campos usados para enviar dados através do sistema. Cada pacote é formado por

alguns campos de controle e de um campo de dados, como mostra a Figura1.

End Origem | End Destino | Tipo Dados CRC

6 bytes 6 bytes 2 bytes 46 — 1500 bytes 4 bytes

Figura 1: Estrutura do frame Ethernet

Os dois primeiros campos informam o endereco de hardware, chamado
de endereco MAC, presente em todas as interfaces de rede e determinada pelo
fabricante da placa. Esse endereco, com largura de 48 bits, identifica
particularmente cada interface em uma rede. O primeiro campo define o enderego
da interface remetente do frame. O segundo campo define o enderego do
destinatario, podendo ser uma ou mais interfaces de rede. O terceiro campo
especifica o tipo dos dados encapsulados no campo de dados do frame. E usado
para determinar o protocolo ao quais os dados devem ser entregues.

O campo de dados deve ter um tamanho entre 46 e 1500 bytes. O
tamanho fisico ¢ definido em fung&o de restrigdes associadas as caracteristicas do
meio fisico. Sendo assim, levando em conta que os campos de controle (origem,
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destino, tipo e CRC) somam 18 bytes, o restante (46 bytes) deve estar no campo de
dados (18 + 46 = 64). O tamanho maximo de 1500 bytes é relacionado a decisées
de projeto.

As redes Ethernet, em sua vers3o original, ndo sdo capazes de atender a
certas restrices demandadas por sistemas de tempo real. Requisitos tais como
determinismo nos tempos de entrega imp&e mudangas no gerenciamento do fluxo
de dados e na propria organizagéo estrutural da rede.

O determinismo na entrega de mensagens em uma rede de comunicagao
€ dependente de um conjunto de fatores que tornam o fluxo de dados gerenciavel e
programavel. Fatores como velocidade de comunicagéo, topologia da rede, dominios
de colisdo, conexdes redundantes e qualidade de servico sdo capazes de qualificar
a Ethernet como deterministica, desde que haja garantia de atendimento dos tempos
de resposta especificados para cada aplicagéo.

Uma das principais vantagens da Ethernet frente as demais tecnologias
de rede € a sua velocidade. Originalmente os dados eram transferidos a uma taxa
de 10Mbit/s. Com o padrdo Fast Ethernet publicado em 1996 a taxa de dados foi
estendida a 100Mbit/s. Para assegurar a compatibilidade, padrées antigos como o
método de acesso (CSMA/CD) para o meio compartilhado (half duplex) foram
mantidos. Assim como o tamanho minimo do frame de 64 bytes e maximo de 1518
bytes s&o idénticos ao tamanho do frame do padréo Ethernet.

Desde 1998, ha um padrédo adicional que oficializa o Gigabit Ethernet em
que a taxa de transmiss&o tem sido aumentada pelo fator de 100 comparado ao
Ethernet original. Semelhante ao Fast Ethernet, o Gigabit Ethernet, com uma taxa de
transmissdo de 1Gbit/s, € um desenvolvimento adicional do classico Ethernet
10Mbit/s, utilizando o mesmo formato de pacote. Somente o tamanho minimo do
frame passou de 64 bytes para 512 bytes, para ser capaz de garantir um tamanho
de rede de 200 metros no modo half duplex.

O Ethernet original requer um maximo de 1.2 milisegundos para a
transmiss@o de um frame de 1518 bytes. Hoje, esse tempo pode ser reduzido a 12
microsegundos usando Gigabit Ethernet. No entanto, as possibilidades para
Ethernet a 10Gbit/s ja estdo sob consideragéo, onde um pacote pode ser transmitido
dentro de 1.2 microsegundos.
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Essa redugéo dos tempos de transmissao significa, para o determinismo,
que toda a comunicagdo esta acontecendo de forma mais rapida. Qualquer tempo

de espera por dados de outro dispositivo torna-se insignificantes.

2114 Estacao de monitoramento central

A estacdo de monitoramento central é a unidade principal dos
supervisorios, uma vez que é ela quem controla o fluxo de dados através da rede de
comunicagao, podendo ser composta por um unico computador ou por uma rede de
computadores. Essa é responsavel por recolher as informagdes enviadas pelos
CLP’s e de acordo com essas, realizar as medidas necessarias.

Martinez(2002) afirma que as estagbes de monitoramento central podem
ser subdivididas em quatro partes:

- Processador de dados

- Interface de Comunicagao

- Banco de Dados

- Interface Homem-Maquina

O processador de dados é o centro do sistema. Através dele os dados
das estac¢des remotas sdo adquiridos; o acesso ao banco de dados é efetuado, além
da envio de comandos de controle.

As interfaces de comunicagdo formatam os dados originais do
processador, encaminhando-os para o canal de comunicagao até os CLP’s, os quais
processam os dados recebidos e os retorna ao processador de dados.

O banco de dados é o local onde sdo armazenados os dados coletados.
De acordo com as necessidades do sistema, o processador de dados o aciona para
recuperar as informagdes armazenadas.

A interface homem-maquina, também conhecida como interface do

usuario, permite que o operador acesse e interaja com o sistema.

2.2 Supervisorio

Na industria tem-se a necessidade de centralizar as informacdes de forma
a obter-se o0 maximo de informagées no menor tempo possivel. Embora a utilizagdo

de painéis centralizados venha a cobrir essa necessidade, muitas vezes a sala de
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controle possui grandes extensdes com centenas ou milhares de instrumentos
tornando o trabalho do operador uma verdadeira maratona.

O sistema supervisorio veio para reduzir a dimensdo dos painéis e
melhorar o desempenho homem/maquina.

O supervisério € um software destinado a promover a interface
homem/maquina, em que se proporciona uma supervisdo plena de seu processo
através de telas devidamente configuradas.

O supervisério possui telas que representam o processo, essas podem
ser animadas em fungdo das informacgées recebidas pelo CLP(Controlador Légico
Programavel), controlador, etc. Por exemplo, no acionamento de uma bomba a
representagdo na tela mudara de cor informando que esta ligada, se um
determinado nivel varia no campo, a representagdo na tela mudara de altura
informando a alteragéo de nivel. O SUPERVISORIO 1& e escreve na memoéria do
CLP ou controlador para a atualizagdo das telas.

Quando se fala em supervisdo tem-se a idéia de dirigir, orientar ou
inspecionar em plano superior. Através do sistema supervisoério é possivel ligar ou
desligar bombas, abrir ou fechar valvulas, ou seja, escrever na memoria do CLP a
acgao desejada.

Os primeiros supervisérios surgiram para o desenvolvimento da telemetria
na primeira metade do Século XX. Com a criagéo dos foguetes e avibes surgiu o
interesse e a oportunidade de investigar o tempo e dados planetarios. Dessa forma,
seria necessaria a criagdo de mecanismos capazes de obter dados da atmosfera e
transferi-los para a superficie terrestre (BOYER, 1993).

A evolugdo dos supervisérios passou por algumas fases distintas,
iniciando com a utilizagdo de telemetria e mainframes, seguida pela utilizagdo de
microcomputadores. Atualmente, procura-se integrar os supervisérios com a
intranet. Na presente fase, um dos maiores problemas é a seguranga do sistema,
seja na transmissdo dentro da propria empresa ou no que se refere a atentados
cibernéticos (EZELL,1998).

SCADA é um acrénimo para supervisory control and data acquisition
(controle supervisério e aquisicdo de dados) e que, através da integracdo entre
hardware e software, permite coletar dados e enviar instrugées de controle para os
instrumentos presentes no chio de fabrica (BOYER, 2002).
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Um sistema de aquisicdo de dados (Data Acquisition System —DAS) é um
processo pelo qual dados do mundo fisico sédo coletados, processados armazenados
e utilizados (POON,1989). Nessa etapa, alguns cuidados devem ser tomados como,
por exemplo, ndo permitir interferéncias e utilizar materiais que sejam resistentes ao
ambiente em questao.

A etapa de controle supervisério permite que os operadores controlem e
supervisionem todo o sistema sem que haja a necessidade de percorrer todo o
espaco fisico do ambiente. Tal facilidade reduz os custos de deslocamento, bem
como agiliza as tomadas de decisbes, possibilitando reagbées imediatas em
eventuais problemas.

Devido a competitividade e agilidade do mercado, sistemas que fornecam
os dados desejados com rapidez e seguranga se tornaram indispensaveis, de forma
que os supervisorios sdo utilizado em diversas areas, como por exemplo: produgao
e transporte de petroleo e seus derivados, sistemas de transmissdo de energia e

industrias em geral.

2.2.1 Evolugao dos supervisorios

Como explicado anteriormente, os primeiro supervisoérios foram baseados
em telemetria. A idéia surgiu a partir da observagdo das linhas ferroviarias ao
mesmo tempo em que o desenvolvimento da tecnologia de radio fazia com que os
fios fossem descartados(BOYER,1993).

No comeco dos anos oitenta, com o desenvolvimento dos micro
computadores, o controle dos processos poderdo ser distribuidos entre unidades
remotas, diminuindo a dependéncia do mainframe central. No fim dessa década e na
década seguinte, respectivamente, surgiram os sistemas distribuidos -
caracterizados por: integracdo entre WAN e LAN, padroes abertos, modelagem
relacional de informagdo (APPLEGATE, 1996) — e os CLP (Controlador Légico
Programavel) passaram a ter a capacidade de monitorar e controlar as unidades
remotas. Apesar disso, um novo método é desenvolvido para colocar o codigo de
volta em uma unidade central.

Atualmente, com a expansado da Internet, o usuario pode se conectar a
um supervisoério a partir de uma unidade remota e fazer o download de informagées
ou controlar um processo. O maior problema dessa tecnologia estd em garantir a

seguranga na comunicag¢ao dos dados.
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2.2.2 Funcionalidades

As principais funcionalidades dos supervisérios, s&o: Aquisi¢cao de Dados,
acao esta que consiste na obtengdo de dados no ambiente monitorado e no envio
dos mesmos a unidade central e armazenamento em bancos de dados. Visualizagao
de Dados, apresenta as informagdes, obtidas na etapa de aquisicdo de dados, por
meio de interfaces homem — maquina, podendo ser disponibilizados os dados
correntes, estimativas, graficos e relatérios gerados com base no histérico
armazenado. Processamento de Alarmes, essa fungo avisa aos usuarios sobre as
nao conformidades, sugere reparos ou avisa sobre atitudes tomadas, atitudes essas
previamente estabelecidas.

Os alarmes séo classificados por ordem de prioridade e em situagdes de
falhas de comunicagdo ou no servidor, as mensagens de alarmes sdo armazenadas
em um buffer. Permitindo assim que as mesmas sejam enviadas para outros
servidores, bem como para posterior analise da situag&o que ocasionou o problema.

2.3 Drives de Comunicagao

Os drives s&o responsaveis em efetuar a ligacéo entre as aplicacbes e os
CLP’s. Para isso o mesmo |& dados do hardware usando as fungbes, comandos e
fiagbes necessarias e entdo os disponibiliza para a sua aplicagdo usando métodos e
formatos.

Cada fabricante define sua interface para desenvolvimento (APl —
Application Programming Interface) prioritario. lIsso garante a interoperatividade
entre o drive e o supervisério. Ndo existe interoperatividade entre os drivers e os

supervisorios de fabricantes diferentes por causa das API proprietarias.

2.3.1 Protocolo OLE for Process Control (OPC)

Em 1995, algumas empresas se reuniram com o objetivo de
desenvolverem um padrdo baseado na tecnologia OLE/DCON para acesso a dados
em tempo real dentro do sistema operacional Windows. O padrdo OPC estabelece

as regras para que sejam desenvolvidos sistemas com interfaces padrées para a
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comunicagado dos dispositivos de campo com sistemas de monitoragéo, supervisdo e
gerenciamento.

O principal objetivo do grupo é atender as necessidades da industria,
através do melhoramento e ampliagdo da especificacdo do OPC. A estratégia
adotada foi a implementagdes de extensdes a especificacdo, definicdes de novas
especificagdes e a realizagdo de melhorias para aumentar a compatibilidade com as
versbes existentes. Em setembro de 1997 foi liberada a primeira atualizagéo da
especificagdo OPC, que passou a ser chamada de OPC Data Access (OPC DA).

Existem varias especificagbes do OPC, sendo que essas estdo em
constante desenvolvimento e atualizagdo. Essas especificagdes tém a finalidade de
orientar os desenvolvedores para a implementagao das aplicagées cliente servidor.

As especificagées do tipo custom definem o acesso aos servidores OPC
por aplicagdes clientes desenvolvidas através de linguagens que suportam as
chamadas de fungbes por ponteiros, tais como C/C++, Delphi, etc. Entretanto,
existem linguagens tais como Visual Basic e VBA que ndo suportam ponteiros para
as funcdes. Nesse caso foi introduzido o conceito da interface tipo automation.
Através da interface tipo automation, os clientes desenvolvidos nessas linguagens
podem fazer uso da interface padrdo onde os métodos sédo chamados pelo nome e
por ponteiros. Existem portanto, especificagdes OPC separadas para interfaces do
tipo custom e automation.

A publicagdo das especificagdes para o padrdo OPC possibilitou o
desenvolvimento de diversos produtos para a automacdo industrial, os quais se
beneficiam das vantagens proporcionadas pelo padrdo (FONSECA,2002):

- Padronizagdo das interfaces de comunicagdo entre os servidores e
clientes de dados em tempo real, facilitando a integracdo e manutencdo dos
sistemas;

- Eliminacao de drives de comunicagao proprietario;

Melhoria do desempenho e otimizagdo da comunicagdo entre
dispositivos de automacgéo;

- Interoperabilidade entre sistemas de diversos fabricantes;

- Facilidade de desenvolvimento e manutengéo de sistemas e produtos
para comunicagdo em tempo real;

- Facilidade de treinamento.
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Atualmente existem diversos produtos no mercado que utilizam o OPC
para comunicag&o com os dispositivos do chdo de fabrica. O OPC esta se tornando
rapidamente o padrdo de comunicagdo adotado pelo mercado de automagéo

industrial e pela industria.

2.4 RsLinx

O RsLinx é um servidor de comunicagdo completo, que fornece
conectividade com os dispositivos de chdo de fabrica, suportando aplicacdes
multiplas com redes diferentes, para todos os produtos da Rockwell, além de
fornecer diversas relagdes abertas, para levantamento de analise e desenvolvimento
de software sob encomenda.

O RsLinx possui um servidor OPC, que utiliza as especificagées do OPC
Data Access 2.5, disponibilizando assim os dados por ele lido para servidores de
dados e aplicagdes clientes, custon ou automation.

A partir do RsLinx é possivel visualizar, configurar e monitorar os
dispositivos de campo da Rockwell, utilizando o software especifico para cada
dispositivo. Por exemplo: para configurar a Devicenet, utiliza-se o Network for
Devicenet, para configuragdo e monitoramento dos CLP’s da familia SLC 500,
utiliza-se o RsLogix 500.

2.4.1 RsLinx Gateway

Essa ferramenta do RsLinx o torna um servidor de dados para outros
RsLinx’s que estejam na mesma rede ethernet (TCP/IP), possibilitando assim outras
aplicagbes acessarem os dispositivos de campo, sem aumentar o trafego da rede de
comunicacgdo dos dispositivos, além de diminuir os gastos com cabeamento e os

pontos de erro, necessarios na distribuicdo dos dados para a superviséo.
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3 RESULTADOS E DISCUSSOES

3.1 Comparativo entre as opgdes de desenvolvimento

A escolha das opg6es supervisorio Vista, OPC remoto e RsLinx Gateway,
para o desenvolvimento de aplicagdo para a supervisdo, se deve a plataforma
escolhida para o supervisério SCADA, que é um supervisério em IFix 4.0, que
aquisita os dados a um CLP Rockwell, SLC 500 5/05, utilizando o RsLinx e o drive
OPC, tornando assim essas as Unicas opgdes de desenvolvimento sem aquisitar os
dados direto no CLP.

Para efetuar os testes, fez-se necessario o desenvolvimento de aplicagéo
ladder, onde foram utilizados os documentos Memorial Descritivo, Lista de Entrada e
Saida e Matriz Causa e Efeito, que estdo em anexo, como referéncia para a

elaboragao das logicas.

3.1.1 Critérios

Atualmente, quando se necessita distribuir as informagdes coletadas
pelos sistemas SCADA, o mais comum é o desenvolvimento de sistema Vista, de
forma que um estudo das caracteristicas da aplicagdo fica bastante restrito. A
inexisténcia de literatura sobre o assunto foi verificada apos exaustivas pesquisas.
Dessa forma, a solugdo encontrada para estabelecer os critérios de comparagéo
foram retirados das necessidades e caracteristicas desejadas em um sistema de
supervisao.

De forma a estudar as caracteristicas de cada aplicagéo, foi necessario
desenvolver um sistema SCADA especifico, que controla e supervisiona um Forno,
onde foi utilizado o CLP Rockwell SLC 500 5/05, para o desenvolvimento do ladder e
o IFix 4.0, para o desenvolvimento do supervisério, aquisitando os dados a partir do
RsLinx e utilizando o drive OPC Server. Apés a conclusdo do desenvolvimento do
sistema SCADA, foram desenvolvidas as trés opgées para distribuicdo dos dados:
um supervisorio Vista em IFix 4.0, um supervisorio, em IFix 4.0, utilizando o drive
OPC Remote e por ultimo um supervisério em IFix 4.0, aquisitando os dados a partir
do RsLinx Gateway e utilizando o drive OPC Server.
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3.1.11 Tempo de resposta no sistema SCADA

Pode-se dizer que a principal fungdo dos sistemas de supervisdo é o
monitoramento e controle do processo produtivo; sendo assim, o sistema necessita
de dados sempre atualizados, por isso quanto menor for o tempo de resposta para
leitura e escrita de dados, melhor serd o sistema. A inclusdo de outro sistema
aquisitando dados ao sistema SCADA pode influenciar o desempenho de leitura e

escrita do mesmo, por isso faz-se necessario analisar esse fator.

3.1.1.2 Tempo de resposta no sistema implantado

Como dito anteriormente, a principal fungdo dos sistemas de supervisdo é
o monitoramento e controle do processo produtivo, sendo assim todo e qualquer
sistema de supervisdo necessita de uma 6tima performance na leitura e escrita dos

dados, tornando assim um fator a ser analisado.

3:1.1.3 Tempo de atualizagao CLP / sistema SCADA

Com o advento dos sistemas de automacéo, o controle e seguranga do
processo passou a ser executado pelo CLP, devido a sua velocidade de resposta e
a sua confiabilidade, entretanto muita vezes o operador necessita interagir com o
mesmo, alterando um set point de um PID ou efetuando um comando para ligar ou
desligar uma bomba, abrir e fechar uma valvula, e qual o tempo que esse comando
leva para chegar ao destino sdo muito importantes para a utilidade e confiabilidade

do sistema, tornando assim, esse fator muito importante no estudo.

3.1.1.4 Tempo de atualizagao CLP / sistema implantado

Conforme visto anteriormente,os sistemas de automagdo, o controle e
seguranga do processo passou a ser executado pelo CLP, devido as suas
caracteristicas inerentes, entretanto devido as necessidades operacionais, muitas
vezes o operador necessita interagir com o sistema, alterando um set point de um

PID ou efetuando um comando para ligar ou desligar uma bomba ou abrir e fechar
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uma valvula e o tempo de atualizagdo desses comandos no sistema sdo muito

importante para a viabilidade e confiabilidade do sistema.

3.1.1.5 Trafego na rede

Em todas as opgbes o sistema vai aquisitar dados ao sistema SCADA,
utilizando a rede ethernet(TCP/IP), que ndo é uma rede deterministica, havendo a
possibilidade de colisbes de pacotes, ocasionando perdas de dados, sendo esse um
problema grave para um monitoramento e controle do processo, quanto menor o

trafego na rede, melhor sera o sistema.

3.1.1.6 Processamento do micro do supervisério SCADA

Durante a execugdo do sistema SCADA, o micro além de executar os
processos pertinentes ao sistema operacional, executa os programas e processos
do sistema supervisorio, o IFix 4.0, o do drive de comunicagdo, o OPC Server e o de
aquisicdo de dados ao CLP, o RsLinx, utilizando processamento do micro, se o
processamento aumentar, devido a qualquer interferéncia, ele tera menos tempo

para execugao do sistema SCADA, perdendo performance.

3.1.1.7 Custo

Em todo processo produtivo a relagdo custo/beneficio devera ser levado
em conta, pois uma das opgdes pode ser a melhor, entretanto o custo pode

inviabilizar a mesma, por isso ndo podemos dispensar a analise desse fator.

3.1.2 Supervisoério Vista IFix 4.0

O Vista é um sistema que aquisita dados a outro sistema supervisério, o
SCADA, que os Ié do CLP, ou seja ele ndo processa as informagdes mostradas, ele
somente as |é quando solicitado, envia comando ao SCADA. Isso s6 é possivel
porque todo sistema supervisério, quando habilitado o SCADA, se torna um servidor
OPC dos dados lido, tornando assim possivel a comunicagdo entre supervisorios,
necessitando, apenas, para isto, que informe ao sistema quais os sistemas SCADA’s

que os dados seréo lidos.
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3.1.21 Tempo de resposta no sistema SCADA

O tempo compreendido entre a escrita no supervisério e o retorno da
informagédo para o sistema, é o tempo de resposta no sistema, e o mesmo foi
medido efetuando escritas nos set point dos PID’s: FIC-01, PIC-02 e TIC-02, e
aconteceu em média em 1,653 s e efetuando comandos digitais: sele¢do da B-01,
comando automatico/manual da XV-01 e comando automatico/manual do TIC-02, o

tempo entre a escrita e o retorno demorou em média 1,710 s.

Tabela 1 - Tempo médio, em segundos, de atualiza¢io dos comandos no SCADA
Tempo de resposta no SCADA

Float Ponit (média 3)
FIC-01-SP 1,55
PIC-02-SP 1,68
TIC-02-SP 1,73
Média(seg) 1,653
Digital

SEL-B-01 1,73
AUT/MAN XV-01 1,67
AUT/MAN TIC-02 1,73
Média(seg) 1,710

3.1.2.2 Tempo de resposta no sistema implantado

Da mesma forma que no supervisorio SCADA, foi medido efetuando
escritas nos set point dos PID’s: FIC-01, PIC-02 e TIC-02, e aconteceu em média em
1720 s e efetuando comandos digitais: selegdo da B-01, comando
automatico/manual da XV-01 e comando automatico manual do TIC-02, o tempo

entre a escrita e o retorno demorou em média 1,913 s.

Tabela 2 - Tempo médio, em segundos, de atualizacio dos comandos no Vista
Tempo de resposta no Vista

Float Ponit (média3)
FIC-01-SP 1,67
PIC-02-SP 1,73
TIC-02-SP 1,76
Média(seg) 1,720
Digital

SEL-B-01 1,89
AUT/MAN XV-01 1,91
AUT/MAN TIC-02 1,94

Média(seg) 1,913
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3.1.2.3 Tempo de atualizagdo CLP / sistema SCADA

Tempo de atualizagdo CLP/sistema supervisorio, consiste no tempo entre
uma escrita efetuada no software RsLogix 500, software de monitoramento do
ladder, e a atualizagdo da mesma no sistema supervisorio e vice-versa.

Na escrita pelo RsLogix, o tempo necessario para atualizagdo, no
supervisorio, das entradas analégicas foi de 1,660 s, dos set point foi de 1,500 s. Ja
nos digitais, os status do campo atualizou em 1,997 s e nos comandos em 1,687 s.

Nas escritas pelo sistema, foram necessarios: 0,367 para atualizar no

ladder a escrita dos set point’s e 0,363 para atualizar os comandos digitais.

Tabela 3 - Tempo médio, em segundos, da inter¢io ladder/supervisério SCADA
Tempo de atualizagdo ladder-SCADA

Leitura - Float Point (média 3)
PT-01 1,58
LT-01 1,76
FT-03 1,64
Média(seg) 1,660
FIC-01-SP 1,37
PIC-02-SP 1,46
TIC-02-SP 1,67
Média(seg) 1,500
Leitura - Digital

LSLL-02 1,76
ZSH-01 1,89
XL-01 2,28
Média(seg) 1,977
SEL-B-01 1,64
AUT/MAN XV-01 1,73
STATUS HD PILOTOS 1,69
Média(seg) 1,687
Escrita - Float Ponit

FIC-01-SP 0,36
PIC-02-SP 0,36
TIC-02-SP 0,38
Média(seg) 0,367
Escrita - Digital

SEL-B-01 0,36
AUT/MAN XV-01 0,37
PARTIR HD PILOTOS 0,36

Média(seg) 0,363
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3.1.2.4 Tempo de atualizagdo CLP / sistema implantado

Como descrito anteriormente, o tempo de atualizagdo CLP/sistema
supervisorio, consiste no tempo entre uma escrita efetuada no software RsLogix
300, software de monitoramento do ladder, e a atualizagdo da mesma no sistema
supervisorio e vice-versa.

Na escrita pelo RsLogix, o tempo necessario para atualizagdo, no
supervisorio, das entradas analégicas foi de 2,183 s, dos set point foi de 1,630 s. Ja
nos digitais, os status do campo atualizou em 2,080 s e nos comandos em 1,977 s.

Nas escritas pelo sistema, foram necessarios: 0,370 para atualizar no

ladder a escrita dos set point’s e 0,373 para atualizar os comandos digitais.

Tabela 4 - Tempo médio, em segundos, da interagio ladder/supervisério Vista
Tempo de atualizagéo ladder-Vista

Leitura - Float Point (média 3)
PT-01 2,17
LT-01 21
FT-03 2,28
Média(seg) 2,183
FIC-01-SP 1,82
PIC-02-SP 1,49
TIC-02-SP 1,58
Média(seg) 1,630
Leitura - Digital

LSLL-02 2,14
ZSH-01 1,64
XL-01 2,46
Média(seg) 2,080
SEL-B-01 2,1
AUT/MAN XV-01 1,85
STATUS HD PILOTOS 1,98
Média(seg) 1,977
Escrita - Float Ponit

FIC-01-SP 0,38
PIC-02-SP 0,36
TIC-02-SP 0,37
Média(seg) 0,370
Escrita - Digital

SEL-B-01 0,36
AUT/MAN XV-01 0,37
PARTIR HD PILOTOS 0,39

Média(seg) 0,373
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3.1.25 Trafego na rede

O trafego na rede, consiste em averiguar a quantidades de bits e pacotes
solicitados pelo sistema implantado ao sistema SCADA, a partir de software de
monitoramento de rede.

Em 5 (cinco) minutos de monitoramento, foram comunicados, entre o
sistema SCADA e o Vista 13.618 MB e 37.815 pacotes, gerando em média uma
ocupacao de 0,429% do processamento de rede do sistema SCADA. E importante
observar que 62% dos bytes comunicados foram em pacotes com tamanhos entre
256 e 1023 KB, ou seja pacotes grandes que possuem maior probabilidade de dar
coliséo e no caso de uma perda de um pacote, necessariamente ha uma grande
perda de dados, conforme mostrado na Figura 2, como também nas figuras 3 e 4,

podemos visualizar em graficos o trafico na rede, em bits e Pacotes,

respectivamente.
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Figura 2: Programa de gerenciamento de rede, instalado no micro do supervisério SCADA, indicando o
trafego gerado na rede pelo micro do supervisoério Vista
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Figura 4: Indicativo do trafego, em pacotes, gerado ao sistema SCADA, pelo supervisério Vista
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3.1.2.6 Processamento do micro do supervisério SCADA

Para verificagdo e monitoramento do processamento do micro do sistema
SCADA, foi utilizado o Windows Task Manager, durante 2 (dois) minutos e foi
verificado que na maior parte do tempo o processamento ficou em 0%, com algumas

oscilagbes para 2% e poucos picos de 4%, ndo passando disso.

LI windows Task Manager

File Options VYiew Help

Applications | Processes Performance

rCPUUsage—— CPUUsage History —7M8M8M8Mm — ————————
| | E
{

|
|

MEM Usage ——  ~Memory Usage History ———————————

Totals : | Physical Memory (K) — ]

Handles 8472 | | Total 1038832 |
Threads 444 | | Available 602560
| Processes 47 | | System Cache 627228 |
Commit Charge (K)—————  ~Kernel Memory (K)- |
Total 450668 | | Total 115476 |
Limit 2500948 | | Paged 107800 |
| Peak 541400 | | Nonpaged 61|
Processes: 47 CPU Usage: 0% Mem Usage: 450668K | 2500948K

Figura 5: Gerenciador do SO, que indica o percentual de processamento do mesmo, com 0 supervisorio
implantado sendo o Vista

3.1.2.7 Custo

Na formulagdo do custo, ndo foi levado em conta o custo do
desenvolvimento e dos materiais necessarios para o funcionamento do sistema

SCADA e o micro que foi utilizado em todos os sistemas tem a mesma especificagédo
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e com isso o mesmo valor. Ou seja, foi levado em conta somente o utilizado no
desenvolvimento e software’s necessarios ao sistema a ser implantado.

Para o desenvolvimento do sistema Vista, foram necessarias 8 horas de
trabalho; a hora de desenvolvimento, cobrado pelo mercado nacional, de um técnico
em automacgdo ¢ de R$ 75,00, ou seja de mao-de-obra foi gasto R$ 600,00,
convertendo temos US$ 333,33.

No sistema Vista ndo é necessario o RsLinx e como o mesmo é Vista tem
um preco mais em conta, para a licensa do supervisoério, que é de US$ 3.045,00,
perfazendo um total gasto de US$ 3.378,33.

3.1.3 Supervisério com OPC Remoto

E um sistema SCADA, entretanto o mesmo n&o aquisita dados direto ao
CLP, ele apenas utiliza o drive OPC Server que esta instalado e configurado, para

aquisitando dados ao RsLinx, no micro SCADA, que se comunica com o CLP.

3.1.31 Tempo de resposta no sistema SCADA

Os testes foram efetuados com escritas nos set point dos PID’s: FIC-01,
PIC-02 e TIC-02, e aconteceu em média em 1,740 s e efetuando comandos digitais:
selecdo da B-01, comando automatico/manual da XV-01 e comando automatico

manual do TIC-02, o tempo entre a escrita e o retorno demorou em média 1,740 s.

Tabela 5 - Tempo médio, em segundos, de atualizaciio dos comandos no SCADA
Tempo de resposta no SCADA

Float Ponit (média 3)
FIC-01-SP 1,82
PIC-02-SP 1,67
TIC-02-SP 1,73
Média(seg) 1,740
Digital

SEL-B-01 1,64
AUT/MAN XV-01 1,76
AUT/MAN TIC-02 1,82

Média(seg) 1,740
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3.1.3.2 Tempo de resposta no sistema implantado

Da mesma forma que no supervisério SCADA, foi medido efetuando
escritas nos set point dos PID’s: FIC-01, PIC-02 e TIC-02, e aconteceu em média em
1,917 s e efetuando comandos digitais: selecdo da B-01, comando
automatico/manual da XV-01 e comando automatico manual do TIC-02, o tempo

entre a escrita e o retorno demorou em média 1,580 s.

Tabela 6 - Tempo médio, em segundos, de atualizagio dos comandos no supervisério com OPC Remoto
Tempo de resposta no OPC Remoto

Float Ponit (média 3)
FIC-01-SP 1,37
PIC-02-SP 1,55
TIC-02-SP 1,63
Média(seg) 1,917
Digital

SEL-B-01 1,46
AUT/MAN XV-01 1,55
AUT/MAN TIC-02 1,73

Média(seg) 1,580
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3.1.3.3 Tempo de atualizagdo CLP / sistema SCADA

Na escrita pelo RsLogix, o tempo necesséario para atualizagdo, no
supervisorio, das entradas analégicas foi de 2,477 s, dos set point foi de 2,160 s. Ja
nos digitais, os status do campo atualizou em 1,723 s e nos comandos em 1,987 s.

Nas escritas pelo sistema, foram necessarios: 0,370 para atualizar no
ladder a escrita dos set point’s e 0,367 para atualizar os comandos digitais.

Tabela 7 - Tempo médio, em segundos, da interacdo ladder/supervisério SCADA
Tempo de atualizagdo ladder-SCADA

Leitura - Float Point (média 3)
PT-01 2,46
LT-01 2,57
FT-03 2,4
Média(seg) 2477
FIC-01-SP 1,97
PIC-02-SP 2,28
TIC-02-SP 2,23
Média(seg) 2,160
Leitura - Digital

LSLL-02 2,07
ZSH-01 1,46
XL-01 1,64
Média(seg) 1,723
SEL-B-01 1,72
AUT/MAN XV-01 1,69
STATUS HD PILOTOS 2,55
Média(seg) 1,987
Escrita - Float Ponit

FIC-01-SP 0,36
PIC-02-SP 0,38
TIC-02-SP 0,37
Média(seg) 0,370
Escrita - Digital

SEL-B-01 0,37
AUT/MAN XV-01 0,36
PARTIR HD PILOTOS 0,37

Média(seg) 0,367
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3.1.3.4 Tempo de atualizagao CLP / sistema implantado

Na escrita pelo RslLogix, o tempo necessario para atualizagdo, no
supervisorio, das entradas analdgicas foi de 2,477 s, dos set point foi de 1,500 s. Ja
nos digitais, os status do campo atualizou em 1,743 s e nos comandos em 1,650 s.

Nas escritas pelo sistema, foram necessarios: 0,373 para atualizar no
ladder a escrita dos set point’s e 0,367 para atualizar os comandos digitais.

Tabela 8 - Tempo médio, em segundos, da interacio ladder/supervisério com OPC Remoto
Tempo de atualizagdo ladder-OPC Remoto

Leitura - Float Point (média 3)
PT-01 2,49
LT-01 2,55
FT-03 2,3
Média(seg) 2,447
FIC-01-SP 1,55
PIC-02-SP 1,46
TIC-02-SP 1,49
Média(seg) 1,500
Leitura - Digital

LSLL-02 2,01
ZSH-01 1,55
XL-01 1,67
Média(seg) 1,743
SEL-B-01 1,67
AUT/MAN XV-01 1,46
STATUS HD PILOTOS 1,82
Média(seg) 1,650
Escrita - Float Ponit

FIC-01-SP 0,37
PIC-02-SP 0,37
TIC-02-SP 0,38
Média(seg) 0,373
Escrita - Digital

SEL-B-01 0,38
AUT/MAN XV-01 0,36
PARTIR HD PILOTOS 0,36

Média(seg) 0,367
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3.1.3.5 Trafego na rede

Em 5 (cinco) minutos de monitoramento, foram comunicados, entre o
sistema SCADA e o Vista 13.092 KB e 107 pacotes, gerando em média 0.0% de
ocupagao do processamento de rede do sistema SCADA.

E importante observar que 76% dos bytes comunicados foram em
pacotes menores que 255 KB, ou seja pacotes pequenos que possuem uma menor
probabilidade de dar coliséo e no caso de uma perda de um pacote, ha uma perda

de dados muito pequena.

Project 1 - Packet Analyzer - Colasoft Capsa [Capturing] - AUTOXX

| File Edt View Project Tools Window Help

B2 H[0. 0.2 00 8 w ¥ & B © & 0 &8,
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Blogoer % x|| - Sommary Disgnoss |Endporks |Protocols | Conversations | Matrx | Pacets | Logs | Gaghs [Reports |
@ Project 1 (3) S T
+ ¥ Protocol Explorer (1) a5 @ £ , é % >
# agsPhysical Explorer (2)  Statistics RS el S : Curent |
= $Y4IP Explorer (1) ES i 2 B R A SR R R e o S b e
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# D2 Local Host (1) Duration 00:05:00
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Broadcast Traffic Sent 343 B 2 0.000% Obps 1]
Multicast Traffic Sent 0B 0 0.000% 0bps 0
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65-127 2.992KB 34 0.000% 0bps 0
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256-511 3.148KB 9 0.000% 0bps 0
512-1023 0B 0 0.000% Obps 0 J
1024-1517 0B 0 0.000% Obps 0
>=1518 0B 0 0.000% Obps 0
= TCP Packets £
TCP SYN Packets 792 B 12 0.000% Obps 0
TCP FIN Packets 768 B 12 0.000% Obps 0
TCP Reset Packets 0B 0 0.000% Obps 0
[= TCP Connections
TCP Connection Initiated
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Packet fiters: No fiters enabl... | | = DNS Analysis
Error packets: 0 DAS Request g

DNS Correct Response 0

Packets captured: 1810 DNS Error Response 0
Packets lost: 0 = SMTP Analysis
Packets accepted: 3 SMTP Connections 0
Packets rejected: SMTP Messages Sent 0
Bufferusage: [l 2969k || SMTP Messages with Attachm... 0 =

For Help, press F1

Bstart ||| _yproficy HMI SCADA - F... | (& Proficy FIX Stertup | & proficy F1x workspace. . | #7]Desempenha da Rede -|[@Project 1 -Packeta.. |H{ DRDEE 2005

Figura 6: Programa de gerenciamento de rede, instalado no micro do supervisorio SCADA, indicando o
trafego gerado na rede pelo micro do supervisério com OPC Remoto
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Figura 7: Indicativo do trafego, em bits, gerado ao sistema SCADA, pelo supervisério com OPC Remoto
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Figura 8: Indicativo do trafego, em pacotes, gerado ao sistema SCADA, pelo supervisério com OPC
Remoto
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3.1.3.6 Processamento do micro do supervisério SCADA

Foi verificado que na maior parte do tempo o processamento ficou em

0%, com algumas oscilagdes para 2% e poucos picos de 4%, entretanto em uma

ocasiéo o processamento chegou a 16%.

C! Windows Task Manager

File Optluns Yiew Help

Applications l Processes Performance

CPU Usage

—MEM Usage

Totals

| Handles
Threads
Processes

Commit Charge (K)
Total
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Peak

CPU Usage History

Memory Usage Hrstory

g |
|
|
|
|

~Physical Memory (K)

8629 | | Total

450 | | Available
47 | | System Cache
. Kernel Memory (K)
444260 | | Total
2500948 | Paged
468216 | | Nonpaged

=10l |

Processes: 47 CPU Usage: 2%

Mem Usagé: 444260K { 2500948K

Figura 9: Gerenciador do SO, que indica o percentual de processamento do mesmo, com o supervisorio
implantado utilizando o OPC Remoto

3.1.3.7 Custo

Para o desenvolvimento do sistema SCADA com OPC Remoto, foram

necessarias 20 horas de trabalho; ou seja de mao-de-obra foi gasto R$ 1.500,00,

convertendo em délar, temos US$ 833,33.

No sistema SCADA com OPC Remoto, ndo é necessario o RsLinx,

entretanto, por se tratar de um sistema SCADA, a licensa do supervisorio tem que
ser Plus SCADA, que é de US$ 7.975,00, totalizando um gasto de US$ 8.808,33.



4

3.1.4 Supervisério com RsLinx Gateway

E um sistema SCADA, entretanto o mesmo nio aquisita dados direto ao
CLP, ele utiliza um drive do RsLinx, o Gateway, que se configurado no RsLinx que lé
os dados do ch&o de fabrica, disponibiliza, para os IP’s configurados, acesso a todos

os dispositivos lidos pelo mesmo.

3.1.41 Tempo de resposta no sistema SCADA

Os testes foram efetuados com escritas nos set point dos PID’s: FIC-01,
PIC-02 e TIC-02, e aconteceu em média em 2,397 s e efetuando comandos digitais:
sele¢do da B-01, comando automatico/manual da XV-01 e comando automatico

manual do TIC-02, o tempo entre a escrita e o retorno foi em média 2,053 s.

Tabela 9 - Tempo médio, em segundos, de atualizacio dos comandos no SCADA
Tempo de resposta no SCADA

Float Ponit (média 3)
FIC-01-SP 1,94
PIC-02-SP 2,58
TIC-02-SP 2,67
Média(seg) 2,397
_Digital
SEL-B-01 1,73
AUT/MAN XV-01 1,79
AUT/MAN TIC-02 2,64
Média(seg) 2,053

3.1.4.2 Tempo de resposta no sistema implantado

Da mesma forma que no supervisério SCADA, foi medido efetuando-se
escritas nos set point dos PID'’s: FIC-01, PIC-02 e TIC-02, e aconteceu em média em
2130 s e efetuando comandos digitais: selegdo da B-01, comando
automatico/manual da XV-01 e comando automatico manual do TIC-02, o tempo

entre a escrita e o retorno foi em média 2,017 s.



Tabela 10 - Tempo médio, em segundos, de atualizagio dos comandos no supervisério com RsLinx

Gateway

Tempo de resposta no RsLinx Gateway

Float Ponit (média 3)
FIC-01-SP 2,12
PIC-02-SP 2,19
TIC-02-SP 2,08
Média(seg) 2,130
Digital

SEL-B-01 1,94
AUT/MAN XV-01 1,87
AUT/MAN TIC-02 2,24

Média(seg) 2,017

45
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3.143 Tempo de atualizagao CLP / sistema SCADA

Na escrita pelo RslLogix, o tempo necessario para atualizagdo, no
supervisoério, das entradas analogicas foi de 1,440 s, dos set point foi de 0,830 s. Ja
nos digitais, os status do campo atualizou em 2,033 s e nos comandos em 1,727 s.

Nas escritas pelo sistema, foram necessarios: 0,373 para atualizar no

ladder a escrita dos set point’s e 0,373 para atualizar os comandos digitais.

Tabela 11 - Tempo médio, em segundos, da interacio ladder/supervisério SCADA
Tempo de atualizagéo ladder-SCADA

Leitura - Float Point (média 3)
PT-01 1,55
LT-01 1,19
FT-03 1,58
Média(seg) 1,440
FIC-01-SP 0,73
PIC-02-SP 0,82
TIC-02-SP 0,94
Média(seg) 0,830
Leitura - Digital

LSLL-02 2,06
ZSH-01 2,1
XL-01 1,94
Média(seg) 2,033
SEL-B-01 1,8
AUT/MAN XV-01 1,66
STATUS HD PILOTOS 1,72
Média(seg) 1727
Escrita - Float Ponit

FIC-01-SP 0,38
PIC-02-SP 0,37
TIC-02-SP 0,37
Média(seg) 0,373
Escrita - Digital

SEL-B-01 0,37
AUT/MAN XV-01 0,37
PARTIR HD PILOTOS 0,38

Média(seg) 0,373
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3.1.44 Tempo de atualizagao CLP / sistema implantado

Na escrita pelo RslLogix, o tempo necessario para atualizagdo, no
supervisorio, das entradas analégicas foi de 3,237 s, dos set point foi de 2,720 s. Ja
nos digitais, os status do campo atualizou em 2,620 s e nos comandos em 2,430 s.

Nas escritas pelo sistema, foram necessarios 0,377 para atualizar no
ladder a escrita dos set point’s e 0,370 para atualizar os comandos digitais.

Tabela 12 - Tempo médio, em segundos, da intera¢iio ladder/supervisério com RsLinx Gateway
Tempo de atualizag&o ladder-RsLinx Gateway

Leitura - Float Point (média 3)
PT-01 3,19
LT-01 3,28
FT-03 3,24
Media(seg) 3,237
FIC-01-SP 2,76
PIC-02-SP 2,58
TIC-02-SP 2,82
Média(seg) 2,720
Leitura - Digital

LSLL-02 2,85
ZSH-01 2,55
XL-01 2,46
Média(seg) 2,620
SEL-B-01 2,15
AUT/MAN XV-01 2,16
STATUS HD PILOTOS 2,98
Média(seg) 2,430
Escrita - Float Ponit

FIC-01-SP 0,38
PIC-02-SP 0,38
TIC-02-SP 0,37
Média(seg) 0,377
Escrita - Digital

SEL-B-01 0,36
AUT/MAN XV-01 0,37
PARTIR HD PILOTOS 0,38

Média(seg) 0,370
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3.1.4.5

Trafego na rede

48

Em 5(cinco) minutos de monitoramento, foram comunicados, entre o
sistema SCADA e o Vista 1.776 MB e 17.059 pacotes, gerando 0,05% de ocupagéo,

em meédia, do processamento de rede do sistema SCADA.

E importante observar que 100% dos bytes comunicados foram em

pacotes menores que 255 KB, ou seja pacotes pequenos que possuem uma menor

probabilidade de dar colisdo e no caso de extravio de um pacote, ha uma perda de

dados muito pequena.
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iagnosis ~ Name Table Filter Table Options = T

LI

Flad 2 H10. S QO @
| New Open Save Back Up }

5] Explorer 3 x

@Project 1(3) o s, (Wl @) -

% ¥ Protocol Explorer (1) W 5@

+ agsPhysical Explorer (2)
= §41P Explorer (1)
= %= Local Subnets (1

H -

3
3- AUTORX

)

= = 10.10.10.0/24 (4)
+ f: Local Host (1)
Broadcast (1)

# 10.10.10.11

=/ Capture
Start Date
Start Time
Duration
= Traffic
Total Traffic
Inbound Traffic
Outbound Traffic
Broadcast Traffic Sent
Multicast Traffic Sent
= Packet Size Distribution
<=64
65-127
128-255
256-511
512-1023
1024-1517
>=1518
[+ TCP Packets
[+ TCP Connections
[+ DNS Analysis
[+ SMTP Analysis
+ POP3 Analysis
*HTTP lysi

(= Project Status
Pa::ket fiters:
Error packets:
Packets captured:
Packets lost:
Packets accepted:
Packets rejected:
Buffer usage:

2 x

No fitters enabl...

0
51,597

I 55 0

|+ 1CQ Activitie

i+ All Instant Messager Activities
[+ MSN Activities

[+ Yahoo Messenger Activities

[+ AIM Activities

1.776 MB
969,303 KB
849,527 KB

0B
0B

354,500 KB
904,740 KB
559.590 KB
0B
0B
0B
0B

17,059
8,365
8,694

5,672

0.050%
0.027%
0.024%
0.000%
0.000%

0.010%
0.025%
0.015%
0.000%
0.000%
0.000%
0.000%

50.280...
26.560...
23.720...
0bps
0bps

10.240...
24.712...
15.328...
0bps
0bps
0bps
0bps

Sumamary | Diagnosis |Endpans | Protocols | Conversations | Matrix [ Packets [Logs [ Graphs [Reports |

4 b

10.10.10.7\Summary |

For Help, press F1

i’startl 3JProg

| proficy HMI SCADA - ... | (& Proficy IFIX Startup

| & Proficy iFix Workspac... ”é Project 1-Packeta.. < BRSEBL 21:00

Figura 10: Programa de gerenciamento de rede, instalado no micro do supervisorio SCADA, indicando o
trafego gerado na rede pelo micro do supervisério com RsLinx Gateway



«

100.000 Kbps

50.000 Kbps

40.000 Kbps

it (Average per seconc

0 bps

60.000 Kbps —

20.000 Kbps —

49

Utilization (bits) (10.10.10.7)

[

|

O T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T LT T T T 1T T ] o)
2006-10-15 21:03:16 2006-10-15 21:03:36 2006-10-15 21:03:56

|Elapsed Time (Interval: 1 second}[lapsed Time (Interval: 1 second)

B Utilization (bits)

Figura 11: Indicativo do trafego, em bits, gerado ao sistema SCADA, pelo supervisério com RsLinx

Gateway
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Figura 12: Indicativo do trafego, em pacotes, gerado ao sistema SCADA, pelo supervisério com RsLinx

Gateway
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3.1.4.6 Processamento do micro do supervisério SCADA

Verificou-se que na maior parte do tempo o processamento ficou em 0%,
com algumas oscilagdes para 2% e com raros picos de 4%.

,g, Windows Task Manager

=10/ x|

File Options View Help
Applications | Processes Performancel

CPU Usage 1 [ CPU Usage History

|
l
1
|
|
1
|

MEM Usage ~Memory Usage History — e T

|
|
|
|
|
|

—Physical Memory (K)

Totals =

| Handles 8700 ‘ Total 1038832
Threads 451 | | Available 598368 |
Processes 47 | System Cache 680388 |
Commit Charge (K) St Kernel Memory (K) ]

Total 448764 | Total 115420 |
Lirnit 2500964 | | Paged 107172
Peak 521484 | | Nonpaged 8248 |
Processes: 47 CPUUsage: 0%  |Mem Usage: 448764K | 2500964K

Figura 13: Gerenciador do SO, que indica o percentual de processamento do mesmo, com o supervisério
implantado utilizando o RsLInx Gateway

3.1.4.7 Custo

Para o desenvolvimento do sistema SCADA com RsLinx Gateway, foram
necessarias 20 horas de trabalho, ou seja de mao-de-obra foi gasto R$ 1.500,00
convertendo em délar, temos US$ 833,33.

No sistema SCADA com RsLinx Gateway, é necessario o RsLinx, com
licensa especial, gerando um gasto de R$ 7.735,27, ou seja US$ 4.297,37 e por se
tratar de um sistema SCADA, a licensa do supervisério tem que ser Plus SCADA,
que é de US$ 7.975,00, tendo um gasto de US$ 13.105,70.
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Os resultados obtidos por meio da execugdo deste trabalho estdo
dispostos na tabela abaixo:

Tabela 13 — Resumo dos resultados obtidos nos testes

Sistema Vista  Sistema OPC Remoto Sistema RsLinx

Gateway
Tempo de resposta
no Sistema SCADA
Float Point 1,653 1,740 2,397
Digitais 1,710 1,740 2,053
Tempo de resposta
no Sistema Implantado
Float Point 1,720 1,517 2,130
Digitais 1,913 1,580 2,017
Tempo de atualizagédo
ladder/sistema SCADA
Leitura
Float Point 1,580 2,318 1,135
Leitura
Digital 1,832 1,855 1,880
Escrita
Float Point 0,367 0,370 0,373
Escrita 0,363 0,367 0,373
Digital
Tempo de atualizagao
ladder/sistema
implantado
Leitura
Float Point 1,907 1,973 2,978
Leitura
Digital 2,028 1,697 2,525
Escrita
Float Point 0,370 0,373 0,377
el 0,373 0,367 0,370
Digital
Trafego na Rede
Bytes 13.618 MB 12,78 MB 1.776 MB
Pacotes(unid) 37.815 107 17.059
Ocupagédo(%) 0,429 0 0,050

bom, com média perto
de 0,5%, devido a um
pico de 16% de
utilizagao.

Custo US$ 3.378,33 US$ 8.808,33 US$ 13.105,70

Muito bom, média
pouquissimo acima
de 0%.

Muito bom, com
média préxima de
zero.

Desempenho do micro
do sistema SCADA
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4 CONCLUSAO

Através do trabalho desenvolvido, foi possivel verificar a importancia de
se desenvolver a pesquisa realizada, devido a pouca literatura sobre a mesma,
podendo assim elucidar davidas pertinentes e guiar decisbes sobre o
desenvolvimento de sistemas supervisorio, para a distribuigdo das informagées.

Dentre as opgdes testadas, o sistema supervisorio Vista, foi o que obteve
o melhor desempenho concernente ao desempenho do sistema SCADA, pois foi o
melhor em 83,33 % dos testes realizados no mesmo, ja no sistema testado, ele teve
um desempenho razoavel, foi o melhor em 33,33% dos itens e o pior em apenas
16,67% dos itens, ndo interferiu no desempenho do micro do sistema SCADA, além
de possuir o menor custo de implantagdo, em torno de 38,37% do custo da segunda
opgao mais barata, a do OPC Remoto, entretanto, foi a opgdo que obteve o pior
desempenho de rede, comunicou 766,78% mais bytes, a taxa de ocupacéo foi 858%
maior e solicitou 221,67% a mais de pacotes ao servidor do que o RsLinx Gateway,
que obteve apenas o desempenho intermediario, nesse quesito.

O sistema com OPC Remoto, obteve um desempenho razoavel, no que
diz respeito aos testes do sistema SCADA, pois em 83,33% dos testes foi a opgdo
intermediaria e em 16,67 % foi a pior opgdo, entretanto nos testes referentes ao
sistema implantado, o OPC Remoto, ele foi o que obteve o melhor desempenho em
66,67% dos parametros pesquisados e em 33,33% obteve um desempenho um
pouco baixo do melhor, ndo interferiu no desempenho do sistema SCADA, além do
desempenho de rede ser impressionante, solicitou apenas 0,72% dos bytes e 0,63%
dos pacotes que o RsLinx Gateway, que foi a opgdo intermediaria, solicitou ao
servidor de dados, além de praticamente ndo gerar trafego na rede. O custo de
implantacdo do sistema com o OPC Remoto é relativamente alto, se comparado a
melhor opg¢éo, o Vista, gerando um gasto 260,65% maior.

O RsLinx Gateway, obteve o pior desempenho nos dois sistemas, no
SCADA e no implantado, onde 83,33% obteve o pior desempenho e no SCADA em
16,67% obteve o melhor desempenho, ja no sistema implantado, foi apenas o
intermediario nos 16,67% restante, além de ser a opgdo mais onerosa; mas, como
em todos os outros ndo interferiu no desempenho do micro do sistema SCADA e

obteve um desempenho razoavel no desempenho de rede, sendo muito melhor que
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o Vista e deixando a desejar em relagdo ao OPC Remoto. A grande vantagem de se
utilizar essa opg&o, seria se nesse micro, além de executar o sistema supervisorio,
fosse necessario em algum momento acessar os dispositivos de campo, para um
configuragdo ou monitoramento de status.

Portanto pode-se observar, que as opgdes do sistema Vista e do OPC
remoto obtiveram uma performance equilibrada, o Vista se destacando pelo baixo
custo e o OPC remoto pelo 6timo desempenho no que concerne a utilizagcdo da
rede, fator esse muito importante na escala industrial: o RsLinx Gateway se
descartaria, excetuando-se em casos como o citado no paragrafo anterior. De forma
que, cabe ao responsavel pela solicitagdo do projeto avaliar a relagdo
custo/beneficio das duas opgdes, e no caso de haver disponibilidade financeira, a
opgao do OPC remoto é a melhor escolha, pois devido ao seu 6timo desempenho de
rede, abre a possibilidade de distribuir maior quantidade de informagbes, sem
prejudicar a qualidade e confiabilidade dos dados.
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1.0BJETIVO

Este memorial descritivo tem como finalidade fornecer informagées para
definicdo da l6gica de controle e da instrumentagdo de um sistema de forno

para uma planta industrial.

2. DESCRITIVO FUNCIONAL

Este forno tem o objetivo de aquecer um fluido, que sera utilizado
posteriormente no processo, para isso, estd agregado nesse processo dois
vasos, sendo um para armazenamento do fluido a ser aquecido e outro para
armazenamento do gas combustivel, duas bombas, uma reserva da outra,
para o envio do fluido ao forno e mais os instrumentos necessarios para o

controle e seguranga do processo.
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2.1 ARMAZENAMENTO E TRANSFERENCIA DO FLUIDO

O fluido a ser aquecido é armazenado no Vaso V-01, no mesmo existe um
medidor de nivel (LT-01) e uma chave de nivel muito baixo (LSLL-01), de
onde sera enviado ao forno pelas bombas B-01 e B-02, sendo as mesmas
ligadas via comando pelo supervisério. Na descarga das bombas, temos um
medidor de pressdo (PT-01), um medidor de vazio (FT-01), que controla, a

partir de um FIC-01 a vaz&o na linha e um medidor de temperatura(TT-01).
Condigdes para se desligar as bombas B-01 e B-02:

1. Nivel baixo no V-01; conforme alarme da chave de nivel LSLL-01 ou pelo
TRIP gerado pelo LT-01 (LALL-01);

2. A valvula on/off (xv-01), de sucgdo das bombas, estiver fechada:

3. Press&o muito baixa na descarga das bombas, gerada pelo PT-01 (PALL-
01);

4. Vazédo muito baixa na descarga das bombas, gerada pelo FT-01 (FALL-
01).
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2.2 ARMAZENAMENTO E TRASNFERENCIA DO GAS COMBUSTIVEL

O gas combustivel é armazenado no Vaso V-02, no mesmo existe um
medidor de nivel (LT-02), que controla a partir de um LIC-02, o nivel do vaso,
uma chave de nivel muito alto (LSHH-02), um medidor de presséo (PT-02),
que controla a pressao na entrada pelo PIC-02 e um medidor de vazao, para
totalizar o gas utilizado no aquecimento, de onde por diferencial de pressao é

enviado aos header dos pilotos e dos queimadores.
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2.3 AQUECIMENTO DO FLUIDO

O fluido sera aquecido por troca de calor efetuada dentro do forno, por
onde o fluido ird percorrer um longo percurso (dentro do forno), por
serpentinas. O forno é composto por dois header, um dos pilotos e um dos
queimadores, no primeiro temos 6(seis) valvulas ON/OFF, sendo elas: SDV-
01, BDV-01, e XV’s 02, 03, 04 e 05, as quais controlam o fluxo de gas para
os pilotos, 4(quatro) pilotos e 4(quatro) sinalizadores de chama, ja no
segundo temos 7(sete) valvulas: SDV's 02, 03, 04, 05, e 06 e BDV-02, as
quais controlam o fluxo de gas para os queimadores e 4(quatro)
queimadores, tem ainda 4(quatro) transmissores de temperatura(TT’s 01, 02,
03 e 04), sendo os dois primeiros, um na entrada e outro na saida do fluido
no forno, sendo este responsavel por controlar, a partir do TIC-02, a valvula
que controla a passagem de gas para os queimadores, e os outros dois s3o,
um de temperatura na parte superior do forno e o outro na parte inferior (do

forno) e tém-se um medidor de vaz&o na saida do forno.

O medidor de pressdo do header dos pilotos, para o funcionamento do
forno por completo, por pressdo muito baixa e muito alta, fazendo fechar
todas as XV’s e SDV’s relacionadas ao forno e abrir as BDV's relacionadas ao
mesmo, ja o do header dos queimadores, as pressées muito baixa e muito
alta para apenas o header dos queimadores, ou seja fecha as SDV'’s 02, 03,
04, 05, 06 e 07 e abre a BDV-02.

Existem também 2(dois) alarmes de adverténcia, sendo o primeiro de alto
diferencial de vazdo na entrada e na saida do forno, para avisar possivel
vazamento na serpentina interna do forno e o segundo de diferencial de
temperatura da parte superior e inferior do forno, fora dos parametros, para

advertir possiveis problemas (no forno).
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(*)-001 |DEFEITO B-01 XA_01 X
(*)-001 |DEFEITO B-02 XA_02 X
CHAVE MANUAL HS_01 X
CHAVE MANUAL HS_02 X
CHAVE MANUAL HS_03 X
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(*)-001 |CHAVE NIVEL MUITO ALTO V-02 LSHH_02 X X X X X X X
(*)-001 [PRESSAO MUITO BAIXA PT_03 PALL_03 X X X X X X X
(*)-001 |PRESSAO MUITO ALTA PT_03 PAHH_03 X X X X X X X
(*)-001 [PRESSAQ MUITO BAIXA PI_04 PALL_04 X X X X
(*)-001 |PRESSAO MUITO ALTA PI_04 PAHH_04 X X X X
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LISTA

REV.

AREA . FOLHA
INSDUSTRIAS de
TITULO S
LISTA DE ENTRADAS E SAIDAS
ENTRADAS DIGITAIS 1794-1B16
TAG POS EQUIPAM./LINHA SINAL FUNGAO
LSLL_01 MOD. 0 VASO V-01 24 VCC CHAVE DE NIIVEL MUITO BAIXO DO V-01
ZSL_XV_01 MOD. 0 XV-01 24 VCC VALVULA XV-01 FECHADA
ZSH_XV_01 MOD. 0 XV-01 24 VCC VALVULA XV-01 ABERTA
XL_01 MOD. 0 BOMBA B-01 24 VCC STATUS DA B-01
XA_01 MOD. 0 BOMBA B-01 24 VCC DEFEITO DA B-01
XL_02 MOD. 0 BOMBA B-02 24 VCC STATUS DA B-02
XA_02 MOD. 0 BOMBA B-02 24 vVCC DEFEITO DA B-02
LSHH_02 MOD. 0 VASO V-02 24 VCC CHAVE DE NIVEL MUITO ALTO DO V-02
ZSL_BDV_01 MOD. 0 BDV-01 24 VCC VALVULA BDV-01 FECHADA
ZSH_BDV_01 MOD. 0 BDV-01 24 VCC VALVULA BDV-01 ABERTA
ZSL_BDV_02 MOD. 0 BDV-02 24 VCC VALVULA BDV-02 FECHADA
ZSH_BDV_02 MOD. 0 BDV-02 24 VCC VALVULA BDV-02 ABERTA
ZSL_SDV_01 MOD. 0 SDV-01 24 VCC VALVULA SDV-01 FECHADA
ZSH_SDV_01 MOD. 0 SDV-01 24 VCC VALVULA SDV-01 ABERTA
ZSL_SDV_02 MOD. 0 SDV-02 24 VCC VALVULA SDV-02 FECHADA
ZSH_SDV_02 MOD. 0 SDV-02 24 VCC VALVULA SDV-02 ABERTA
ZSL_SDV_03 MOD. 1 SDV-03 24 VCC VALVULA SDV-03 FECHADA
ZSH_SDV_03 MOD. 1 SDV-03 24 VvCC VALVULA SDV-03 ABERTA
ZSL_SDV_04 MOD. 1 SDV-04 24 VCC VALVULA SDV-04 FECHADA
ZSH_SDV_04 MOD. 1 SDV-04 24 VCC VALVULA SDV-04 ABERTA
ZSL_SDV_05 MOD. 1 SDV-05 24 VCC VALVULA SDV-05 FECHADA
ZSH_SDV_05 MOD. 1 SDV-05 24 VCC VALVULA SDV-05 ABERTA
ZSL_SDV_06 MOD. 1 SDV-06 24VCC VALVULA SDV-06 FECHADA
ZSH_SDV_06 MOD. 1 SDV-06 24VCC VALVULA SDV-06 ABERTA
ZSL_SDv_07 MOD. 1 SDV-07 24VCC VALVULA SDV-07 FECHADA
ZSH_SDV_07 MOD. 1 SDV-07 24VCC VALVULA SDV-07 ABERTA
BSH_01 MOD. 1 BS_01 24 VCC QUEIMADOR 01 COM CHAMA
BSH_02 MOD. 1 BS_02 24 VCC QUEIMADOR 02 COM CHAMA
BSH_03 MOD. 1 BS_03 24 VCC QUEIMADOR 03 COM CHAMA
BSH_04 MOD. 1 BS_04 24 VCC QUEIMADOR 04 COM CHAMA
- MOD. 1 - . RESERVA
- MOD. 1 - - RESERVA
TOTAL: 30




LISTA

REV.

AREA

INSDUSTRIAS

FOLHA

de

TITULO

LISTA DE ENTRADAS E SAIDAS

SAIDAS DIGITAIS 1794-OWS8

TAG POS. EQUIPAM./LINHA SINAL FUNCAO

XY_01 MOD. 4 XV-01 110Vac COMANDO ABRE/FECHA XV-01
HS_01 MOD. 4 BOMBA B-01 110Vac COMANDO LIGA/DESLIGA B-01
HS_02 MOD. 4 BOMBA B-02 110Vac COMANDO LIGA/DESLIGA B-02
BDY_01 MOD. 4 BDV-01 110Vac COMANDO ABRE/FECHA BDV-01
BDY_02 MOD. 4 BDV-02 110Vac COMANDO ABRE/FECHA BDV-02
SDY_01 MOD. 4 SDV-01 110Vac COMANDO ABRE/FECHA SDV-01
SDY_02 MOD. 4 SDV-02 110Vac COMANDO ABRE/FECHA SDV-02
SDY_03 MOD. 4 SDV-03 110Vac COMANDO ABRE/FECHA SDV-03
SDY_04 MOD. 5 SDV-04 110Vac COMANDO ABRE/FECHA SDV-04
SDY_05 MOD. 5 SDV-05 110Vac COMANDO ABRE/FECHA SDV-05
SDY_06 MOD. 5 SDV-06 110Vac COMANDO ABRE/FECHA SDV-06
SDY_07 MOD. 5 SDV-07 110Vac COMANDO ABRE/FECHA SDV-07
XY_02 MOD. 5 XV-02 110Vac COMANDO ABRE/FECHA XV-02
XY_03 MOD. 5 XV-03 110Vac COMANDO ABRE/FECHA XV-03
XY_04 MOD. 5 XV-04 110Vac COMANDO ABRE/FECHA XV-04
XY_05 MOD. 5 XV-05 110Vac COMANDO ABRE/FECHA XV-05

TOTAL: 16




LISTA 0 =0
[AREA N FOLHA
INSDUSTRIAS de 5
TITULO .
LISTA DE ENTRADAS E SAIDAS
ENTRADAS ANALOGICAS 1794-IE8
TAG POS. EQUIPAM./LINHA SINAL FUNGAO
PT_01 MOD. 0 B-01/B-02 4-20mA PRESSAO NA DESCARGA DAS B-01 E 02
LT_01 MOD. 0 VASO V-01 4-20mA NIVEL DO V-01
FT_01 MOD. 0 B-01/B-02 4-20mA VAZAO NA DESCARGA DAS B-01 E 02
LT_02 MOD. 0 VASO V-02 4-20mA NIVEL DO V-02
PT_02 MOD. 0 VASO V-02 4-20mA PRESSAO NA SAIDA DO V-02
FT_02 MOD. 0 VASO V-02 4-20mA VAZAO NA SAIDA DO V-02
PT_03 MOD. 0 FORNO F-01 4-20mA PRESSAO NA LINHA DOS HEADER
PT_04 MOD. 0 FORNO F-01 4-20mA PRESSAO NA LINHA DOS QUEIMADORES
TT_O1 MOD. 1 FORNO F-01 4-20mA TEMPERATURA DO FLUIDO NA ENT. DO F-01
TT_02 MOD. 1 FORNO F-01 4-20mA TEMPERATURA DO FLUIDO NA SAIDA DO F-01
TT_03 MOD. 1 FORNO F-01 4-20mA TEMPERATURA NA PARTE BAIXA DO FORNO
TT_04 MOD. 1 FORNO F-01 4-20mA TEMPERATURA NA PARTE BAIXA DO FORNO
PT_05 MOD. 1 FORNO F-01 4-20mA PRESSAO DO F-01
FT_03 MOD. 1 FORNO F-01 4-20mA VAZAO NA SAIDA DO FORNO
MOD. 1 _ 4-20mA RESERVA
MOD. 1 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA
MOD. 2 _ 4-20mA RESERVA

TOTAL: 14




N°. REV.
LISTA 0
AREA W FOLHA
INSDUSTRIAS 5 de 5
TITULO ”
LISTA DE ENTRADAS E SAIDAS
SAIDAS ANALOGICAS (1794-OE4)
TAG POS. EQUIPAM./LINHA SINAL FUNGCAO
FV_01 MOD. 3 B01/B-02 4-20mA CONTROLA VAZAO DESCARGA DAS B-01 E 02
PV_02_A MOD. 3 VASO V-02 4-20mA CONTROLA PRESSAO ENTRADA DO V-02
LV_02 MOD. 3 VASO V-02 4-20mA CONTROLA NIVEL DO V-02
TV_02 MOD. 3 FORNO F-01 4-20mA CONTROLA A TEMPERATURA DE SAIDA DO FLUIDO
TOTAL: 04

FORMULARIO PERTENCE A NORMA PETROBRAS N-381 — REV. G. ANEXO A —FIGURA A-2



